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Abstract— Detection of inconsistencies of double JPEG
artifacts across different image regions is often used to detect
local image manipulations, like image splicing, and to localize
them. In this paper, we move one step further, proposing an
end-to-end system that, in addition to detecting and localizing
spliced regions, can also distinguish regions coming from different
donor images. We assume that both the spliced regions and the
background image have undergone a double JPEG compression,
and use a local estimate of the primary quantization matrix
to distinguish between spliced regions taken from different
sources. To do so, we cluster the image blocks according to the
estimated primary quantization matrix and refine the result by
means of morphological reconstruction. The proposed method
can work in a wide variety of settings including aligned and
non-aligned double JPEG compression, and regardless of whether
the second compression is stronger or weaker than the first
one. We validated the proposed approach by means of extensive
experiments showing its superior performance with respect to
baseline methods working in similar conditions.

Index Terms— Image forensics, double JPEG compression,
image forgery localization, deep learning based image forensics,
primary quantization matrix, spectral clustering, normalized
mutual information (NMI).

I. INTRODUCTION

DETECTION of double JPEG (DJPEG) compression plays
a major role in image forensics since double compression

reveals important information about the past history of an
image [1], [2]. This is the case of image splicing detection
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and localization. When part of an image is spliced from a
donor JPEG image into a target JPEG image to create a
composite forgery (which is eventually recompressed so that
the final image is double compressed), it is quite common
that the compression setting used for the donor image is
not equal to that used to compress the target image. As a
consequence, the original and spliced regions of the forged
image exhibit different (double) compression artifacts thus
providing the basis for the detection and localization of the
spliced region. Most of the methods proposed so far to detect
image splicing based on double compression artifacts work
under the following simple assumptions:

1) the tampered region (or regions) comes from a single
donor image. Very few attempts have been made to iden-
tify forgeries containing multiple spliced areas coming
from different donor images. Yet, given an image with
several copy-pasted regions, it is possible, at least in
principle, to identify the different origin of the tampered
areas by recognizing that spliced regions coming from
different donor images probably underwent a different
double compression history;

2) the spliced region (or regions) is taken from a
non-compressed image and spliced into a JPEG image.
After recompression, the forged area has undergone
only a single JPEG compression (SJPEG) while the
background has been compressed twice [3]–[5]. In the
following, we refer to this situation as DJPEG vs SJPEG
detection. In practical scenarios, however, it is more
likely that both the donor and the target images have
been JPEG compressed, thus calling for the development
of techniques capable to work in a DJPEG vs DJPEG
setting.1

In this paper, we propose a general approach to simulta-
neously perform image splicing detection, localization and
attribution of regions coming from different donors. The
proposed method, which is specifically thought to work in
the DJPEG vs DJPEG scenario (but can also work in the
SJPEG vs DJPEG case), relies on the estimation of the

1The DJPEG vs DJPEG scenario is often addressed indirectly assuming that
the second compression of the foreground is performed on a misaligned JPEG
grid, while an aligned DJPEG is applied to the background (or viceversa).
In this setting, many systems implicitly regard the background as SJPEG
hence reducing this case to a SJPEG vs DJPEG scenario.
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quantization matrix used in the first compression step of a
DJPEG image (in the following, we will refer to such a matrix
as primary quantization matrix and we will indicate it by
Q1). Specifically, the proposed method works by providing
a local blockwise estimate of the primary quantization matrix
and then clustering the image blocks according to such an
estimate. Splicing detection is achieved by recognizing the
presence of more than one cluster, while the exact number
of clusters identifies the number of donor images used to
create the forgery. Eventually, by looking at blocks belonging
to different clusters, we can localize the spliced areas and
attribute them to different donor images. As an additional
advantage, the proposed method also works when the second
compression is stronger than the first one, e.g. when the quality
factor used for the first compression (QF1) is larger than that
used for the second one (QF2), that is when QF1 > QF2.
Moreover, it can also cope with nonstandard quantization
matrices.

For the estimation of the Q1 matrix, we adopt the
CNN-based estimator proposed in [6], due to its capability
to provide a good estimation results also on small patches.
To get the tampering map with the indication of the spliced
regions, we associate to each 8×8 block of the image a vector
with the estimated quantization steps, then we apply Spectral
Clustering (SC) to such vectors [7]. In order to determine the
number of clusters, we trained an ad-hoc Convolutional Neural
Network (CNN) taking as input the estimated quantization
steps. If only one cluster is found, the image is classified as a
non-forged image and no further operation is carried out. In the
presence of multiple clusters, we apply SC, then the largest
cluster is associated to the image background, while the others
are regarded as belonging to spliced regions, each cluster
corresponding to a different donor image. The tampering map
and the estimated number of spliced regions are finally refined
by enforcing the spatial coherence and smoothness of the
clusters through morphological reconstruction.

The main contributions of our work can be stated as follows:
• We introduce a new image forensics problem, hereafter

referred to as donor image attribution, or simply attri-
bution, whose goal is to decide if two or more spliced
regions within a tampered image come from the same
donor image and group them accordingly.

• We propose a new method to jointly localize tampered
regions in JPEG images and distinguish between spliced
regions coming from different donor images, under the
assumption that the donor images have been compressed
with different Q1 matrices. We do so in the most common
DJPEG vs DJPEG scenario. To the best of our knowl-
edge, this is the first method performing localization and
attribution of multiple spliced regions by relying on the
analysis of compression traces. The system is based on
the following ingredients: primary quantization matrix
estimation, clustering and morphological reconstruction.
We also designed and trained a CNN to identify the
number of clusters present in the image by looking at
the local estimate of the primary quantization matrix.
Thanks to such a CNN, the proposed system is able to
carry out splicing detection, localization and attribution

simultaneously, hence providing an end-to-end system for
image splicing forensics.

• We carried out an extensive experimental campaign to
evaluate the effectiveness of the proposed method in a
wide variety of settings and tampering scenarios. In order
to evaluate the performance of tampering localization
in the case of spliced regions originating from multiple
sources or donor images, we introduce a new metric based
on the Normalized Mutual Information (NMI) metric,
commonly used in pattern recognition applications to
assess the performance of clustering.

The proposed approach is a very general one since it can
be seamlessly applied in a wide variety of cases. First, it is
one of the few approaches explicitly thought to work in
a DJPEG vs DJPEG setting, secondly it works also when
QF1 > QF2. Eventually, it maintains good performance
regardless of whether the first and second compression grids
are aligned or not. Moreover, the method can be applied also
when non-standard quantization matrices are used and hence
the quality factor QF is not defined.

The rest of this paper is organized as follows. After a
brief review of related methods (Section II), in Section III,
we present the general tampering localization setup considered
in this paper and introduce the main notations. The pro-
posed method for image tampering localization is described in
Section IV. Section V describes the methodology we followed
for the experimental analysis, whose results are reported in
Section VI. We conclude the paper with some final remarks
in Section VII.

II. PRIOR ART

Several techniques for image tampering localization have
been proposed in the forensic literature, relying on dif-
ferent manipulation traces, e.g. inconsistencies of resam-
pling artifacts [8], [9], or presence of different sensor noise
patterns [10], [11]. More often, inconsistencies of JPEG
compression artifacts are exploited. Due to the wide dif-
fusion of the JPEG compression standard, in fact, image
editing software often re-save the edited images in JPEG
format, hence making it possible to detect and localize
tampering based on the analysis of the traces of double
JPEG compression and their inconsistencies across the tam-
pered image. In the following, we briefly review the rele-
vant literature about DJPEG detection for image tampering
localization.

It is well known that double JPEG compression leaves
peculiar artifacts in the DCT domain, in particular, in the
histograms of block-DCT coefficients [12]. Accordingly, many
tampering detection algorithms rely on the statistical analysis
of DCT coefficients [2], [13]. Some example of methods
for detecting double compression artifacts in the non-aligned
DJPEG scenario relying on handcrafted features computed in
the pixel or the DCT domain are described in [5], [14]–[16].
Early approaches were designed to work on the whole image,
to detect if the analysed image has undergone a global single
or double JPEG compression. Such methods are not applicable
in a tampering detection scenario, where only part of the image
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has been manipulated, due to the difficulty of estimating the
required statistics on small blocks. To cope with this problem,
a bunch of other methods have been developed for DJPEG
localization [3], [17], [18]. In general, these methods have
low spatial resolution and their performance drop significantly
when regions smaller than 256 × 256 are considered. More
recently, a new class of CNN-based methods have been
proposed. They are able to improve the spatial resolution of
DJPEG localization and then can be conveniently used for
tampering localization, (see, for instance, [19], [20] - for both
aligned and not-aligned DJPEG detection, and [4], [21] - for
the aligned DJPEG case). All the above methods focus on
the SJPEG vs DJPEG scenario, that is, they work under the
assumption that the tampered areas are single compressed
while the background is double compressed. In contrast, very
few work has been done to specifically address the more
challenging DJPEG vs DJPEG scenario considered in this
paper. In principle, methods capable to estimate the primary
quantization matrix of DJPEG images, e.g. [1] and [22], could
be applied to this scenario. However, the methods in [1], [22]
work on the full image, and hence are not suitable for
localization. In [23], a technique is proposed to detect whether
part of an image was formerly compressed with a JPEG quality
lower than that used for the rest of the image (QF1 < QF2),
by means of exhaustive recompression with every quality
factors.

The works that are more closely related to this paper are [24]
and [25]. Both these methods estimate the Q1 matrix on a local
basis and output a map with the probability that a DCT block
has been double-compressed. The method in [24] works under
the assumption that the histograms of the unquantized DCT
coefficients are locally uniform in the non-tampered region.
Moreover, accurate detection can be achieved when the spatial
resolution is larger than 256 × 256 pixel. Two approaches are
proposed in [24] for the cases of aligned and non-aligned
DJPEG. The method in [25] is designed for the case of
aligned DJPEG compression. Both methods work better when
QF2 > QF1, while performance are significantly worse in the
opposite case.

Being able to distinguish spliced regions coming from
different donor images, our method can also be used for
image phylogeny, where the identification of the donor images
is a required step to identify the relationships between the
spliced image and its parent images [26]–[28] and use it to
reconstruct the history of semantically similar images. From
this perspective, the goal of the system described in this paper
is not very different from that of image phylogeny applica-
tions, the main difference being that in the image phylogeny
scenario the donor images are assumed to be available to the
analyst.

Finally, we point that several methods based on CNNs
have been developed in the last few years addressing
other tampering detection and localization problems, e.g.
the problem of copy-move tampering [29]–[31]. More-
over, CNN-based approaches addressing the problem of
forgery detection and localization by looking for general
traces of manipulation have also been proposed, see for
instance [32]–[34].

Fig. 1. Image tampering setup considered in this paper.

III. PROBLEM STATEMENT

Let Q denote the 8 × 8 matrix with the quantization steps
of the DCT coefficients, namely, the quantization matrix,
used for JPEG compression. The image tampering scenario
considered in this paper, i.e. the DJPEG vs DJPEG scenario,
is illustrated in Fig. 1. The spliced regions (referred to as
foreground regions), possibly coming from different donor
images, and the background, are doubly JPEG compressed.
Different quantization matrices have been used for the former
compression (Q1). In the figure, Q1 denotes the quantiza-
tion matrix of the background, Q�

1 and Q��
1 the quantization

matrices of the spliced regions. The tampered image is finally
JPEG compressed with another quantization matrix (Q2). The
resulting image is then a double compressed JPEG image. The
second compression can be either aligned or non-aligned to
the first one, depending on the position of the 8 × 8 JPEG
compression grid. A misalignment occurs in the background,
for instance, when the image is cropped between the former
and the second compression stage. With regard to the spliced
area(s), when a region of a JPEG image is copy-pasted into
another JPEG image, it is very likely that the alignment
between the compression grids is not preserved and the final
JPEG compression will not be aligned with the grid of
the spliced area(s). In the following, we denote the aligned
DJPEG scenario, i.e., when no misalignment occurs between
the two compressions, with the acronym A-DJPEG, and the
non-aligned DJPEG scenario with NA-DJPEG.

In the scenario described above, spliced regions coming
from different donor images can be distinguished by relying on
the inconsistencies between the primary quantization matrices.
Let k be the total number of donor images. Accordingly, for
a pristine image, k = 1. For a tampered image, k corresponds
to the number of donor images plus the background and the
total number of donor images used to create the forgery being
then k − 1. In this setting, the system we have developed
aims at solving three different problems: tampering detection,
localization and attribution. The detection part outputs a binary
decision on the presence or absence of tampering based on the
estimated k. When tampering is detected (k > 1), a tampering
localization map is returned by the system. The tampering
map is a coloured map with different colours assigned to the
background pixels and to the pixels of spliced regions coming
from different donors. Source attribution is performed based
on the colours of the spliced regions.

In the following, we introduce the main notations used
throughout the paper. We denote by q1 the 64-dim vec-
tor with the elements of the 8 × 8 Q1 matrix, taken in
zig-zag order [35]. The quantization steps corresponding to the
medium-high frequencies are more difficult to estimate, since
they are quantized more heavily. However, they are usually less
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Fig. 2. Architecture of the proposed method for splicing detection, localiza-
tion and attribution of DJPEG images based on Q1 matrix inconsistencies.

important since they tend to be similar for most quantization
matrices. For this reason, as in most part of related literature,
the estimation is restricted to the first Nc elements of q1.
Hereafter, we will use the symbol q1 to indicate only the
first Nc quantization steps. With a slight abuse of notation,
we denote with Q̂1(·, ·, ·) the tensor with the estimated primary
quantization steps computed on 8 × 8 blocks. Specifically, for
a given (i, j), Q̂1(i, j, v) corresponds to the estimation of the
v-th element of q1 for the 8×8 block of pixels in the position
indicated by (i, j).

IV. PROPOSED METHOD

The overall architecture of the proposed method is illus-
trated in Fig. 2. Given a possibly tampered DJPEG image,
a block-wise estimation of the primary quantization matrix
is first obtained (first block in Fig. 2), yielding Q̂1, then
splicing detection, localization and attribution is performed
by clustering the image blocks according to the result of the
estimation followed by a map refinement step (dashed block
in Fig. 2).2

The number of clusters is first estimated from the Q̂1 tensor
via a CNN model, then a clustering algorithm is applied to
Q̂1 to obtain the tampering map. Specifically, the Nc-dim
vectors with the estimated quantization steps of the image
blocks are regarded as points in the clustering space. As a
result of clustering, a label is associated to each block of the
image. In this way, the clustering labels in the tampering map
indicate the different donor images used to build the tampered
image. A map refinement step is finally performed on the
clustering map to improve the quality of the map based on
spatial information.

In the above scheme, k̂ denotes the estimated value of k.
Tampering detection is carried out on the basis of the estimated
value of k. In particular, if k̂ = 1, the image is declared to
be pristine and the process ends. If k̂ > 1, the clustering
algorithm is applied to perform splicing localization and
attribution, followed by map refinement. After map refinement,
the number of clusters in the map might change. We let k̂r

be the number of clusters after the refinement step. Then,
if k̂r = 1, the image is declared to be pristine, while if k̂r > 1,
the image is judged to be tampered. By looking at the labels
of the different clusters, we can localize the spliced areas and
attribute them to different donor images.

A detailed description of each block of Fig. 2 is provided
in the following subsections.

2In principle, a similar pipeline can be used in conjunction with other local
features extracted from the image.

Fig. 3. Example of Q̂1 tensor for various quantization steps. The location
of spliced regions can be easily spot from all the bands of the tensor.

A. Patch-Based Estimation of the Primary Quantization
Matrix

The primary quantization matrix is estimated on a local
window basis, by means of a CNN estimator. In particular,
we chose the CNN-based approach described in [6], due to
its ability to work regardless of the alignment/misalignment
of the first and second compression grids and to the good
performance obtained even when QF2 < QF1.

The network adopted in [6] for primary quantization matrix
estimation has an input size of 64 × 64, and Nc final output
nodes, each providing the estimated value of the quantization
step of a DCT coefficient. Given an input patch x, the CNN
is trained to minimize the difference between the predicted
values f(x) and the true vector q1(x). Rounding is performed
independently on each element of the output vector to get the
final prediction, that is q̂1(x) = round(f(x)).

Since the CNN is applied patch-wise to the input image,
the estimation step returns a tensor with the Nc-dim vectors
with the primary quantization steps of each 64 × 64 block.
Specifically, given an input image of size R ×C ×3, the CNN
estimator is run on 64 × 64 overlapping patches (each shifted
by 8 pixels with respect to the previous one). The estimated
vector, then, is assigned to the central 8 × 8 block3 of the
patch. At the end, a tensor Q̂1 with the estimated quantization
steps is obtained. More precisely, by setting to 8 the stride s
used to slide the estimation window over the image, and by
assuming, for simplicity, that R and C are multiple of 8, the
estimated tensor Q̂1 has size R� ×C �× Nc , where R� = R/8−
7, C � = C/8 − 7. With reference to the notation introduced in
the previous section, i ∈ {1, 2, · · · , R�} and j ∈ {1, 2, · · · C �}.
As we said, we set Nc = 15. Note that, for simplicity, we are
not considering blocks close to the border of the image.4 In
the following, we use the compact notation Q̂1,t to denote the
t-th estimated vector, that is Q̂1,t = q̂1(xt ), where xt is the
t-th 64 × 64 patch fed into the CNN estimator in left-to-right,
top-to-bottom, scanning.

Fig. 3 shows an example of a tensor Q̂1 estimated by the
CNN. We can observe that the various components of the
tensor corresponding to different quantization steps provide
useful information regarding the position and the provenance
of the spliced areas.

B. Localization and Attribution of Spliced Regions

To localize and attribute multiple spliced regions to different
donor images based on the estimated quantization matrix,

3Given that the patch contains an even number of blocks, rigorously
speaking a central block does not exist. In the following we denote the block
in the fourth block-row and fourth block-column as the central block.

4If needed, we can incorporate such blocks into the analysis by mirror-
padding the border blocks.
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Fig. 4. Similarity graph associated to the Q̂1 tensor.

we adopted the Spectral Clustering (SC) algorithm [7]. SC has
been used in the last years in related image forensics fields,
including, for instance, camera identification [36] and mobile
phone clustering [37]. Recently, SC has also been considered
for splicing detection [38], to improve the performance of
a deep-learning-based forensic approach for general forgery
localization.

Based on some preliminary tests we carried out, SC provides
better results compared to other clustering methods, like
expectation maximization [39], hierarchical clustering [40],
fuzzy clustering [41] and, in particular, K -means clustering.

SC exploits graph theory to map points (in our case, the Nc-
dim vectors Q̂1,t = q̂1(xt )) to a low dimensional space [7].
The problem of clustering is reformulated by using a similarity
graph. More specifically, an undirected similarity graph G =
(V , S), where V denotes the set of vertexes or nodes and S the
set of edges, is associated to the Q̂1 tensor as shown in Fig. 4.
Each element of the tensor, i.e., each Q̂1,t vector, represents
a node of the graph.

The number of nodes N = |V | of the graph corresponds
to the number of 8 × 8 blocks in the image. Then, S ∈
RN × RN . The edge weights Si j represent the similarity
of the nodes i and j , and in our case they are defined as:
Si j = exp

(−||Q̂1,i − Q̂1, j ||2/2σ 2
)
. The choice of the scale

parameter σ 2 is not obvious, so we determined it experimen-
tally.

The goal of SC is to find a partition of the graph such
that the edges within a group (cluster) have high weights, i.e.,
the points within the same cluster are similar to each other,
and the edges between different groups (clusters) have very
low weights, i.e., the points belonging to different clusters are
different from each other. To do so, the SC algorithm computes
the Laplacian matrix associated to G, then it applies the
K -means algorithm to the eigenvalues matrix.

C. CNN-Based Estimation of the Number of Clusters

In principle, the spectral clustering algorithm would provide
a way to estimate the number of clusters k by relying on graph
theory, that is, through the analysis of the eigenvalues (λi )

N
i=1

of the Laplacian matrix associated to the graph (see [7]).
Specifically, the eigenvalues are listed in descending order
and the index i corresponding to the maximum gap between
two consecutive eigenvalues λi+1 − λi is selected as k̂, that is
k̂ = arg maxi (λi+1−λi ). Based on our experiments, estimating
k in this way provides poor results.

By carefully analyzing the results of the preliminary exper-
iments we run to estimate k by means of SC, we concluded
that the bad performance we got are due to the fact that
SC does not exploit any spatial information. This prevents

Fig. 5. Scattered clusters of Q̂1 in the spatial domain.

Fig. 6. Input and output of the CNN used for estimating k from the Q̂1 tensor.

to estimate k correctly even in cases that appear easy to solve
by visual inspection. Fig. 5 shows an example in which there
are several scattered areas with yellow color in the estimated
tensor Q̂1. Such scattered areas will be mistakenly regarded
as one cluster by SC, even if their spatial incoherence makes
it very unlikely that they correspond to a spliced region. As a
result, the estimated k by SC is 3 while the true one is 2.
By exploiting the spatial information, such spatially scattered
areas can be identified as a noisy cluster and assigned to the
background.

To do so, we trained a CNN to estimate the number of
clusters k directly from the tensor Q̂1. The CNN has a
number of output nodes equal to 4 (Fig. 6), corresponding to a
maximum of 4 clusters.5 We chose an architecture commonly
and successfully used for pattern recognition applications,
namely the VGG-16 [42] network. The VGG-16 network has
a number of 16 layers in total and 3 Fully Connected (FC)
layers. The input layer is modified to accept input images
with size 256 × 256 × 15 (given an input with generic size
R�×C �×15, each of the 15-dim quantization maps are resized
to normalize the input to the size required by the network). The
CNN has been trained on Q̂1 tensors computed from pristine
images, for k = 1, and tampered images, for k = 2, 3, 4. The
dataset creation process for the tampered images and the setup
considered for network training and validation is described in
Section V-B.1, while the details of the training process are
provided in Section V-D.

D. Tampering Map Refinement by Means of Morphological
Reconstruction

A visual analysis of the tampering maps obtained after the
application of the SC algorithm often reveals the presence of
spurious isolated regions that do not correspond to any spliced
region. By referring to Fig. 7 as an example, we observe two
types of spurious regions: small and usually scattered regions
belonging to the same cluster of one big region, and ring-
shaped regions along the boundary of (usually big) spliced

5This choice was made based on the resolution capability of the estimation
of the Q1 matrix. From our experiments, when there are 5 or more distinct
donor images with different compression factors QF1s, using a lower number
of clusters yields better localization results. Specifically, the best performance
are obtained using k̂ = 4 (see Section VI-A). In these cases, in fact, the
difference between the QF1 values is often small (5 or less), then the estimated
coefficients are very close to each other and the clustering algorithm is not
capable to correctly separate the clusters.
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Fig. 7. Ring-shape and scattered spurious regions in the preliminary
tampering map obtained after clustering.

areas. The first type of spurious regions are due to the scattered
presence of image blocks for which the estimated quantization
steps are similar to those of truly spliced regions. The presence
of such regions is due to the noisiness of the Q1 estimation
step and to the lack of spatial information during the clustering
phase. Ring-shaped spurious regions are due to the window-
based approach used for Q1 estimation. In the proximity
of the boundary of spliced regions, in fact, the estimation
window includes blocks from both the spliced and background
regions, thus producing a somewhat mixed estimated vector.
For large spliced regions, the number of blocks with the
mixed estimate is large enough to represent a separated ring-
shaped cluster (the mixed estimated quantization steps may
also resemble the values of another truly spliced region, as the
brown ring-shaped region in Fig. 7). We also observed that
spurious regions are more frequent when k̂ > k, that is when
the SC algorithm is run with a k̂ larger than the correct
one.

Of course, the presence of spurious clusters reduces the
performance of our algorithm in terms of localization (and
attribution) accuracy. For this reason, we introduced a map
refinement step, aiming at improving the quality of the tamper-
ing map based on spatial information. We did so by resorting
to morphological reconstruction (MR [43]). In particular, the
map refinement procedure consists of the following sequence
of morphological operations:

1) for every cluster we consider the region formed by the
pixels belonging to the cluster;

2) we apply a predefined number of erosion iterations with
a small structuring element;

3) we apply a conditional dilation procedure starting from
the regions (referred to as marks or seeds accord-
ing to the terminology of morphological reconstruc-
tion theory [43]) obtained at the end of the erosion
phase in 2.

The conditional dilation procedure works as follows: i) first,
each seed is expanded by means of a conditional dilation,
where the dilation is applied only to the pixels belonging to the
cluster the region corresponds to. This procedure is carried out
in parallel on the seeds of all clusters; ii) the regions obtained
at the end of the previous step, are further dilated conditioned
to all the pixels (if any) that do not belong to the background
cluster and that have not be assigned yet; iii) if, at a given
iteration, regions belonging to different clusters are expanded
on the same pixels, disputed pixels are assigned randomly to
one of the clusters.

The main goal of MR is to reassign pixels belonging to
ring-shaped clusters. Fig. 8 shows the results of the process
after each of the steps describe above. In the erosion step, the

Fig. 8. The sequence of morphological operations in MR.

ring-shaped cluster and the isolated cluster are removed while
the interior of the spliced regions are kept (see the erosion
map). After the conditional dilation procedure, the pixels of
the ring-shaped region are reassigned to the corresponding
inner cluster (see the dilation map). Note that isolated (usually
small) regions are completely eroded during the erosion step
and are not reassigned during the conditional dilation. The
choice of the number of erosion iterations and the size of
the structuring element is a crucial one, all the more that the
optimum setting depends on the size of the spliced areas. For
a given structuring element, a too large number of iterations
may cause the removal of spliced regions, while if the number
of iterations is too small, the risk is that small isolated clusters
are not removed. Given the difficulties of determining the best
setting on a theoretical basis, we tuned the system by means
of experimental analysis.

After the application of the MR procedure, the number of
clusters might change. In particular, the final number k̂r of
clusters may be lower than k̂, because isolated clusters have
been removed or ring-shaped clusters have been reassigned to
the internal clusters. This happens especially when k ≥ 3 (see
Section VI-A). If after MR the number of remaining clusters
is equal to 1, the image is considered to be a pristine one.
Experiments carried out on several tampered images reveal that
MR can indeed help to remove noisy clusters and the undesired
rings around compact regions from the maps. The benefits
obtained with the map refinement procedure are illustrated
in the examples reported in Fig. 9. The number of erosion
iterations considered in those examples is 2 and the size of
the (disk-shaped) structuring element is 1. In the examples
reported in the figure, at the end of the MR procedure, the
ring-shaped clusters are reassigned to the internal clusters
and then k̂r < k̂. We notice that the estimation of k can
be worse after map refinement, however, especially when
k is large, a better clustering result is obtained when the
value of k is underestimated. This is the case with the last
example in Fig. 9, where we see that using 3 clusters instead
of 4 permits to remove the two rings around one of the
spliced regions. This, apparently counterintuitive, behavior is
due to the fact that, especially when k is large, the value
of the quantization coefficients may be similar for different
donor images, and hence it might not be easy to correctly
identify the clusters using the true k. In such cases, a better
map is obtained by assigning the regions originating from the
donor images with similar quantization matrices to the same
cluster.
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Fig. 9. Examples of tampering maps before and after the application of
morphological reconstruction.

V. EXPERIMENTAL METHODOLOGY

In this section, we describe the methodology we followed to
run the experiments whereby we validated the effectiveness of
the proposed method. We first present the evaluation metrics
used to measure the performance of the proposed tool to detect
and localize the tampered areas. Then we introduce a metric
explicitly thought to measure the effectiveness with regard to
the attribution task. Afterwards, we pass to the description
of the procedure that we followed to generate the tampered
contents in the DJPEG scenario, and introduce the datasets
used for: i) training and testing the CNN model for the
estimation of k; ii) assessing the detection, localization and
attribution performance of the system. Finally, we describe
the two closest related state-of-the-art methods and describe
how they are applied for a fair comparison with the results
obtained by our system.

For simplicity and without loss of generality, in most of our
experiments, we considered standard quantization matrices,
so we refer to them by means of the Quality Factor (QF).
Specifically, we denote with QF2 the QF used for the second
compression and with QF1 that of the primary compression.

A. Evaluation Metrics

In this section, we introduce the metrics used to measure
the performance of our algorithm.

1) Tampering Detection: Tampering detection is a binary
classification problem. For tampered images, we have a correct
detection when k̂r > 1, while for pristine images, the detection
is correct when k̂r = 1, wrong in all the other cases.

By adopting a common terminology in detection theory,
in the following we assume that tampered images (k > 1)
belong to the positive class and pristine images (k = 1) to
the negative one. A Neyman Pearson setup is considered for
the decision. Accordingly, we fixed the maximum admissible
False Positive Rate (FPR = Pr(k̂r > 1|k = 1)), i.e., the
percentage of pristine images wrongly detected as tampered,
and we evaluate the True Positive Rate (TPR = Pr(k̂r >
1|k > 1)), namely, the percentage of correctly detected
tampered images. The overall accuracy is given by the fraction

of correct decisions on both tampered and pristine images over
the total number of tested images.

2) Tampering Localization and Attribution: With regard
to the metrics for assessing the localization and attribution
performance, we observe that we should not only evaluate the
capability of the system to localize the tampered areas, but
also the capability to identify the regions spliced from different
donor images as belonging to different clusters.

Let us first focus on the former task. Tampering localization
can be regarded as a binary classification problem applied
at the pixel level. Pixels belong to one of two classes, the
background (the negative class) or the foreground (tampered
or positive class). To measure the localization performance,
we consider the Matthews Correlation Coefficient (MCC) [44],
defined as:

MCC = TP × TN + FP × FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

, (1)

where TP is the number of true positives pixels, i.e., the
pixels correctly classified as tampered, TN the number of
true negative pixels, i.e., the pixels correctly classified as
non-tampered, FP the number of false positives and FN the
number of false negatives. If any of the sums in brackets at the
denominator is zero, the denominator is arbitrarily set to one.
MCC is particularly helpfull in the case of unbalanced classes,
as it is almost always the case for tampering localization.6

The identification of spliced regions coming from different
donor images is a new goal addressed in this paper, so no
established metric exists to measure the performance with
respect to this task. To fill this gap, we introduce a new metric
called Normalized Mutual Information (NMI) [45].

To start with, we observe that the output of the clustering
algorithm is a map assigning to each pixel a label, ranging
from 1 to k̂r , indicating the cluster the pixel belongs to. The
ground-truth map indicates for every pixel the true cluster, i.e.,
the corresponding donor image for foreground pixels or the
background cluster. Note that, the exact label assigned to each
cluster is irrelevant, as long as pixels coming from differ donor
images are assigned to different clusters. So it is not necessary
that the labels of the clustering map are identical to those of
the ground truth. As an additional difficulty, we observe that
the number of clusters contained in the map output by the
tampering localization and attribution system does not need to
be equal to the number of clusters in the ground-truth map.

In the following, we will refer to the labels assigned to the
regions of the ground-truth map as pixel classes. Let y denote
the class label (y = 1, . . . , k) and c denote the cluster label
(c = 1, . . . , k̂r ) in the output clustering map. The NMI index
is defined as:

NMI(y, c) = 2I(y; c)

H(y) + H(c)
, (2)

where H(y) and H(c) denote, respectively, the empirical
Entropy of y and c, and I(y; c) the empirical Mutual
Information between y and c. More precisely, let

6In the case of highly unbalanced classes, the overall accuracy is not a
good indicator of the performance given that errors on the minority class
have virtually no impact.
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py(i) = p(y = i) = #{pixels in class i}/total no. of pixels,
pc( j) = p(c = j) =
#{pixels in cluster j}/total no. of pixels, and py|c(i | j) =
py|c(y = i |c = j) where

py|c(i | j) = #{pixels of class i assigned to cluster j}

#{pixels in cluster j}
, (3)

where the total number of pixels is R� · C �. Then,
H (y) = ∑k

i=1 py(i) log py(i), and

I (y; c) =
k∑

i=1

k̂∑
j=1

py|c(i | j)pc( j) log
( py|c(i | j)

py(i)

)
. (4)

In case of perfect clustering, it is easy to see that
H (y) = H (c), while I (y; c) = H (y), then NMI = 1. Note
that being a normalized quantity, the NMI allows comparing
cases with a different number of clusters.

B. Datasets

To build the datasets for our experiments, we started from
the 8156 camera-native uncompressed large size images in
the RAISE8K dataset [46]. We divided these images in two
sets: 7000 images to be used for training (and validation)
and 1156 images for the tests. On the average, about 5 non-
overlapping patches are extracted from each RAISE image,
for a total number of 41000 patches, 35000 of which (coming
from the set of 7000 original images), denoted by Str , were
used to produce the pristine and tampered images for training
the models and the remaining 5780, denoted by St s , to produce
the pristine and tampered images for the tests.

We considered two types of DJPEG pristine and tampered
images, named Type I and Type II, described below, respec-
tively for the case of Aligned DJPEG (A-DJPEG) and the case
of Non-Aligned DJPEG (NA-DJPEG).7

• For Type I images: the pristine images are A-DJPEG
images. This means that the first 8×8 DCT compression
grid is aligned with the grid of the second compression.
With regard to the tampered images, the first JPEG
compression grid of the background (or, equivalently,
of the source image) is aligned with the grid of the second
compression, while the grid for the first compression of
the foreground is misaligned with that of the second
compression. Specifically, a random misalignment (r, c),
0 ≤ r, c ≤ 7, (r, c) �= (0, 0) is considered for the grid of
the former compression of the foreground.

• For Type II images: we assume that the images are first
JPEG compressed using a DCT grid shifted by a quantity
(r, c), randomly chosen in 0 ≤ r, c ≤ 7, (r, c) �= (0, 0),
with respect to the upper left corner, while for the second
compression no grid misalignment is considered. Then,
the pristine images are NA-DJPEG. For the tampered
images, the JPEG grid of the background is non-aligned
with the grid of the second compression. The same holds

7To be precise, we refer to the Type I (Type II) set as aligned (not-aligned)
set by implicitly referring to the compression of the pristine images in the set,
and, similarly, to the compression of the background of the tampered regions,
while the compression of the foreground is always misaligned.

for the foreground regions. Note that the misalignments
of foreground and background are generally different.

The datasets we used for our experiments are available
online, together with a report detailing the exact procedure
we have followed to build the pristine and tampered images
for the various k and combination of QFs .8 Below we provide
a description of the datasets considered for the various tests.
The size of the images in all the datasets is 512 × 512.

1) Dataset for Q1 Matrix Estimation (training and testing):
To build the datasets for training and testing the CNN for the
estimation of Q1, we followed exactly [6]. Training and testing
were carried out on 64 × 64 patches, obtained from the set
of 7000 and 1156 images of RAISE. For DJPEG, a random
grid shift (r, c) is applied between the two compressions,
0 ≤ r, c ≤ 7, then, as in [6], the A-DJPEG case occurs with
probability 1/64.

2) Dataset for k Estimation (training and testing): The
dataset used to train and test the CNN for the estimation of
the number of clusters consists of:

• a set Dtr of 18000 images for each k (for a total of
72000 images) used for training. The set is obtained from
18000 (randomly chosen) images in Str ;

• a set Dt s of 4000 images for k = 1 and 4000 images for
k > 1, in equal proportions for k = 2, 3 and 4. The set
is obtained from 4000 images in St s .

Let V = {60, 65, 70, 75, 80, 85, 95, 98}. To get the pristine
images, QF1 is randomly chosen in V and QF2 = 90. For the
tampered images, when k = 2, QF1 is randomly chosen in
{75, 85, 95, 98}, and QF1,2 ∈ V , QF1,2 �= QF1. When k = 3,
QF1 ∈ {75, 85, 95, 98}, and QF1,2, QF1,3 ∈ V , QF1,2 �=
QF1,3 �= QF1. Finally, for k = 4, QF1 ∈ {75, 85, 95, 98},
and QF1,2 �= QF1,3 �= QF1,4 �= QF1 ∈ V . The height h
and width w of the bounding-box of the tampered regions
are randomly selected in {64, 96, 128, 156}. Misalignment
is applied to the background with 0.5 probability, then the
dataset consists of both Type I and Type II images in similar
proportions.

3) Dataset for Detection, Localization and Attribution Tests:
Detection performance are measured over the same dataset Dt s

considered to test the CNN for k estimation, where we have
4000 images representative of the negative class (pristine),
and 4000 for the positive class (tampered). The threshold
achieving the desired FPR is set on these 4000 pristine images.
To better assess the localization performance, and to ease
the comparison with state-of-the-art methods (see the next
section), we additionally built two separate Type I and Type II
datasets, named DI and DI I , whose images are generated from
St s under specific setting. Specifically, in both DI and DI I ,
we considered 100 images for every combination of k and
{QF1,i }k

i=2, for the tampering sizes h × w = 96 × 96 and
128 × 128.

A summary of the datasets used in our experiments is
reported in Table I.

4) Additional Datasets: Although most of the experiments
were carried out using the datasets described so far, to test

8The document is made available at: https://drive.google.com/drive/folders/
1ck-Xm1G3dxgGN717B_JVdKMpBaPCZ3Ap, along with the datasets.

Authorized licensed use limited to: Beijing Jiaotong University. Downloaded on December 10,2021 at 01:13:03 UTC from IEEE Xplore.  Restrictions apply. 



NIU et al.: IMAGE SPLICING DETECTION, LOCALIZATION AND ATTRIBUTION 5405

TABLE I

DATASETS OF IMAGES CONSIDERED IN OUR EXPERIMENTS

the generalization performance of our method in different and
more challenging scenarios, the following datasets have also
been considered:

• The datasets used in [24], named D[24], whose images
have resolution 1024 × 1024. These images are obtained
from a personal database of uncompressed images.
QF1 ∈ {50 : 100} with step 5. The DJPEG vs
SJPEG scenario is considered in this dataset for the
tampering. The tampering region corresponds to the
central portion (1/16 of the image). Two datasets are
provided, one for the aligned case (D[24],A) - the fore-
ground is A-DJPEG-, and one for the non-aligned case
(D[24],NA) - the foreground is NA-DJPEG. In all cases
k = 2, in particular, we considered the images with
QF2 = 90 for comparison.

• The dataset used [25], named D[25], whose images have
been obtained starting from the uncompressed images
in the UCID dataset [47], with size 512 × 384. The
primary quality factor QF1 was chosen in the set
{55, 65, 75, 85, 95}. The DJPEG vs SJPEG scenario is
considered for the tampering. The tampering region is
10% of the image, whose location is randomly chosen.
In all cases k = 2. For our comparison, we considered
the images with QF2 = 90.

• A dataset built as detailed abeve but starting from uncom-
pressed images of Dresden dataset [48], named DDr . For
the tampered area we let h × v = 96 × 96, 128 × 128,
and 156 × 156. We built Type I and Type II images with
k = 2, 3, 4. For each setting, we considered 100 images
for every combination of QF1.

• A dataset built from St s in which the first compression
was carried out by using Photoshop, with PS qualities
in the range [7:12] (the second compression is the same
as before). The more general non-aligned scenario is
considered. The tampering sizes are set to h×v = 96×96,
128 × 128, and 156 × 156 with k = 2. 100 images are
considered for each PS quality in each setting. The results
are reported in Table XIX.

Examples of tampered images from D[24] and D[25] are
provided in Fig. 10. These images are built by cutting a central
portion of the image, compressing it and pasting it back in the
same position, thus not leaving any visual boundary artifacts.

C. Baseline Methods for Comparison

The baselines we compared our method with are the
methods described in [24] and [25], since, as we said in
Section II, these are the methods most closely related to

Fig. 10. Examples of tampered images from D[24] (left) and D[25] (right).

the system proposed in this paper. In [24], statistical models
are used to build a map reporting the likelihood that image
blocks have been double compressed. The cases of A-DJPEG
and NA-DJPEG are treated separately. In [25], the authors
propose a strategy to estimate the posterior probability that
an image block has been tampered with, by minimizing a
properly defined energy function. The approach works only for
the case of A-DJPEG compression. Similarly to our system,
both these methods are designed for tampering localization in
double compressed images and can be applied to a scenario
wherein both the background and spliced regions are double
compressed but exhibit different compression artifacts (i.e.,
they are compressed with a different quality factor), since they
are based on the estimation of the DCT quantization steps used
for the first compression. Both methods perform well when the
former compression quality is lower than the second, while
they provide poor performance in the reverse case.

To turn the tampering localization map provided by the
baseline methods into a tampering detection output, we fol-
lowed the approach used in [25] and trained an SVM classifier
with 3 features. The first feature is given by the perimeter-
area ratio of the localized tampered region. The second one
is the percentage of pixels detected as tampered. These two
features are used to characterize scattered and small regions,
that are usually linked to false alarms. The third feature is
a measure of the periodicity consistency between the DCT
coefficient histograms of the localized region and the entire
image. We refer to [25] for more details. To train the SVM,
we considered 3000 pristine (k = 1) and 3000 tampered
images (for k = 2, 3, 4, where each k is represented in equal
proportions), obtained from the images in Str as detailed in the
previous section, with the difference that only Type I images
are considered for [25], while Type I images and Type II
images are considered for the methods in [24], respectively
for the A-DJPEG and NA-DJPEG cases.9 Given the trained
model, the operating point is determined from the ROC curve
by fixing the desired FPR and deriving the SVM decision
threshold accordingly. About 2000 pristine images obtained
from the images in St s (different from those used to build the
datasets for the tests) are considered to set the threshold, for
the Type I setting and Type II setting respectively.

We stress that the comparison with [24] and [25] is possible
only when the considered setting satisfies the operative condi-
tions such methods have been built for. In fact, an advantage of
our method is that it is much more general than [24] and [25],
so that it can work in a wider variety of situations. In addition,
our method is able to distinguish between spliced regions
coming from different donor images, which is something

9The same proportion of pristine and tampered images is considered in these
cases (the SVM is trained for the binary tampering detection task).
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TABLE II

OPERATIVE CONDITIONS OF OUR SYSTEM
AND THE METHODS IN [24] AND [25]

that neither [24] nor [25] can do. Such aspects must be
taken into account for a fair judgement of the improvement
allowed by the method proposed in this paper. The operative
conditions, and expected performance of the various methods
under different settings, are summarized in Table II.

For sake of completeness, we also compared our method
with an anomaly-based detector that performs forgery local-
ization by looking for general traces of manipulation, hence
not focusing on DJPEG compression artifacts. In particular,
we considered a recently proposed deep learning method,
named MantraNet [33], based on anomaly detection, that per-
forms joint image-level detection and pixel-level localization
of forgeries, regarded as local image anomalies.

D. Parameter Setting

Below, we report the setting of the parameters considered to
implement the various steps of our system. To train the CNN
for Q1 estimation, we followed exactly [6]. Then, the network
is trained on 64×64 patches (4×105 for each QF1) obtained
from the set of 7000 RAISE images used for training as
detailed in [6]. The network is trained for 60 epochs with batch
size 32. The solver is the Adam optimizer. The learning rate is
10−5. The Q̂1 map is obtained as described in Section IV-A.
With regard to the CNN used to estimate k, as we said,
we considered the VGG-16 network [42]. We started from the
pre-trained solution for ImageNet classification, and re-trained
the network on the dataset described in Section V-B.1 for
50 epochs, with batch size 16 and applying data augmentation.
The Adam optimizer with learning rate 10−5 was considered
as solver. Regarding the spectral clustering algorithm, the scale
parameter σ is set to 0.6 if the estimated k is 2, while we use
0.15 if k = 3 or 4. Finally, for the morphological reconstruc-
tion, we considered 2 erosion iterations with a disk-shaped
structuring element of radius 1. We found experimentally that
this setting is a good choice for the range of tampering sizes
that we are considering.

VI. EXPERIMENTAL RESULTS

The results of our experiments are reported and discussed
in this section for a wide variety of settings.

A. Accuracy of k Estimation

The estimation of k is a crucial step since it directly
affects the performance of tampering detection, localization
and attribution. In particular, if k = 1 and the estimated k̂r > 1,

TABLE III

CONFUSION MATRIX OF THE CNN-BASED k ESTIMATION (LEFT) AND

OF THE FINAL k̂r (RIGHT), COMPUTED OVER THE Dts SET

TABLE IV

THE DETECTION ACCURACY OF THE PROPOSED METHOD

TABLE V

COMPARISON OF THE DETECTION PERFORMANCE OF OUR METHOD
WITH [24] AND [25]. THE TABLE REPORTS THE TPR WHEN FPR=0.05

OVER Dts , Dts (TYPE I ONLY) AND Dts (TYPE II ONLY)

TABLE VI

AVERAGE LOCALIZATION PERFORMANCE OF THE METHODS (MCC),
AVERAGED ON THE SET OF TP IMAGES FOR EACH METHOD

pristine images are mistakenly identified as tampered images,
and vice versa.

The results of the k estimation step are reported in the con-
fusion matrix shown in Table III (left). The average accuracy
of the estimation is 0.79. Somewhat expectedly, the estimation
works better for smaller k, since the minimum difference
between the QF1 values considered tends to be smaller in
the presence of multiple spliced regions.

Table III (right) reports the number of clusters k̂r after
spectral clustering and map refinement. The average accuracy
of the estimation now is 0.75. Although k̂r is a worse estimate,
better localization results can be obtained with k̂r . In fact,
as we mentioned at the end of Section IV-D, in some cases,
better clustering results can be obtained by underestimating k.
This is especially the case for large k, when using the true
value may result in wrong clusters, e.g. ring-shaped and noisy
clusters - see the examples in Fig. 9. This is confirmed by
the results of our ablation study (end of Section VI-D). For
the same reason, we also found that there is no need to
consider more than 4 clusters: in fact, when k > 4, the
best localization results are obtained using k̂ = 4, that is,
assigning the regions originating from donor images with
similar quantization matrices to the same cluster. With k = 5,
for instance, we obtain a gain of 0.007 in MCC and 0.004 in
NMI by using 4 clusters instead of 5. The gain is more
significant for larger k.
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TABLE VII

LOCALIZATION PERFORMANCE (MCC) FOR k = 2, FOR THE CASES OF TAMPERING SIZE 96 × 96 (LEFT) AND 128 × 128 (RIGHT).
PERFORMANCE ARE MEASURED ON DI I . THE NUMBER OF TP IMAGES IS REPORTED IN BRACKETS

TABLE VIII

LOCALIZATION PERFORMANCE (MCC) FOR k = 3, 128 × 128, QF1 = 85 (LEFT), QF1 = 95 (RIGHT). PERFORMANCE

ARE MEASURED ON DI I . THE NUMBER OF TP IMAGES IS REPORTED IN BRACKETS

TABLE IX

LOCALIZATION PERFORMANCE (MCC) FOR k = 4, 128 × 128, QF1 = 85 (LEFT), QF1 = 95 (RIGHT). QF1,2 IS SET TO 60.
PERFORMANCE ARE MEASURED ON DI I . THE NUMBER OF TP IMAGES IS REPORTED IN BRACKETS

TABLE X

LOCALIZATION PERFORMANCE (MCC) FOR k = 2, 96 × 96 (LEFT) AND 128 × 128 (RIGHT). PERFORMANCE
ARE MEASURED ON DI . THE NUMBER OF TP IMAGES IS REPORTED IN BRACKETS

B. Detection Performance (k = 1 Vs k > 1)
With regard to the detection performance (k = 1 vs k > 1)

of our system, it can be derived from Table III (right) by

measuring the capability of distinguishing pristine (k = 1)
from tampered images (k > 1). The detection accuracies we
got for k = 1, k > 1 and over the Dt s set (we remind that
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TABLE XI

LOCALIZATION PERFORMANCE (MCC) FOR k = 3, 128 × 128, QF1 = 85 (LEFT), QF1 = 95 (RIGHT). PERFORMANCE
ARE MEASURED ON DI . THE NUMBER OF TP IMAGES IS REPORTED IN BRACKETS

TABLE XII

LOCALIZATION PERFORMANCE (MCC) FOR k = 4, 128 × 128, QF1 = 85 (LEFT) AND QF1 = 95 (RIGHT), QF1,2
IS SET TO 60. PERFORMANCE ARE MEASURED ON DI . THE NUMBER OF TP IMAGES IS REPORTED IN BRACKETS

this set comprises both Type I and Type II images in equal
percentage) are 0.95, 0.97 (see Table IV) and 0.96 respectively;
specifically, we got TPR = 0.97 at FPR = 0.05. Table V (last
row) reports the accuracy results split for different settings.
Specifically, we got TPR = 0.97 for Type I and 0.96 for Type II
tamperings.

The comparison with [24] and [25], where detection is
performed via SVM classification as described in Section V-C
is reported in Table V, where TPR values corresponding to
FPR = 0.05 are reported for both methods in Type I and
Type II scenarios. For the baselines, the table reports only
values obtained under the operative conditions the methods
were thought for. As it can be seen, the proposed method
greatly outperforms the baselines in the various settings. The
poor results of [24] and [25] are in line with those reported
in the reference papers, and are mainly due to the weak
performance achieved by these methods in the scenario QF1 >
QF2 (while the performance when QF1 < QF2 are good,
in their operative scenarios).

C. Localization Performance (k > 1)

The results we obtained for tampering localization, averaged
on the TP images only, that is the images correctly detected

TABLE XIII

AVERAGE ATTRIBUTION PERFORMANCE (NMI)
OF THE PROPOSED METHOD

as tampered, are reported in Table VI. Not surprisingly, the
proposed method works better than method [24] in the Type II
scenario, since the CNN-based Q1 estimator is designed to
work particularly for the NA-DJPEG case (the aligned case is
assumed to occur with probability 1/64). The performances in
the Type I scenario are also good and slightly better than those
achieved by the best performing method [25] on the average.

The capability to work both in the case of A-DJPEG and
NA-DJPEG is a noticeable property of our method, since the
information about the alignment of the compression grids is
not in general available.

Tables VII through IX show the localization results of
the proposed method for the NA-DJPEG case in the various
settings, for various combinations of the quality factors of the
background and foreground regions. Specifically, Table VII
reports the results for k = 2, for two different tampering
sizes, namely 96×96 and 128×128. Table VIII and Table IX
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TABLE XIV

ATTRIBUTION PERFORMANCE (NMI) OF THE PROPOSED METHOD FOR k = 3 ((A) AND (C)) AND k = 4 ((B) AND (D)), TAMPERING SIZE 128 × 128,
QF1 = 85. (A) AND (B) REFER TO THE NON-ALIGNED CASE (PERFORMANCE MEASURED ON DI I ), (C) AND (D) REFER TO THE ALIGNED CASE

(PERFORMANCE MEASURED ON DI ). FOR k = 4, QF1,2 IS SET TO 60

TABLE XV

RESULTS OF THE ABLATION STUDY (MCC/NMI)

TABLE XVI

AVERAGE LOCALIZATION PERFORMANCE (MCC) ON THE DATASETS

IN [24] AND [25]. TPR IS REPORTED WITHIN BRACKETS

report the results for k = 3 and k = 4, for two different
values of the quality factor of the background QF1 of the
background, i.e., QF1 = 85 and 95, when the tampering size
is equal to 128 × 128. Similarly, Tables X through XII show
the localization results for the A-DJPEG case, for k = 2, 3 and
4 respectively. The sets DI and DI I are considered for these
tests, respectively in the NA-DJPEG and A-DJPEG case.

Expectedly, better results are achieved when the tampering
size is large (see Tables VII and VIII), for k = 2. The
average difference in the MCC between the tampering size
of 96 × 96 and 128 × 128 for the other values of k is
similar, ranging from 0.030 to 0.090 depending on the setting.
We can observe that our method greatly outperforms [24]
in all the settings for the NA-DJPEG case. Regarding the
performance in the A-DJPEG scenario, the method in [25]
always outperforms [24] (the A-DJPEG method) when k > 2
and QF1 < 90 (QF2), while when QF1 > QF2 both methods
cannot correctly localize tampering. Compared to our method,
the performance of [25] are superior in all the cases when the
background QF1 is smaller than 90, with a gain in the MCC
which is about 0.1.10 The performance loss in these cases is
the price to pay for a general method, that can work in all the
settings of QF1,i and QF2, and focuses on the more probable
NA-DJPEG scenario (and then is not specifically designed for
the A-DJPEG scenario).

D. Attribution Performance (k > 1)

As opposed to state-of-the-art methods, the system intro-
duced in this paper allows to distinguish spliced regions

10These values are not directly comparable since they are averaged on a
different image sets, which in the case of the proposed method is much larger.

Fig. 11. Examples of the results provided by our system on some tampered
images, for the case of A-DJPEG, with QF1 < QF2. The ground truth and
the output maps produced by our method are reported, along with the MCC
and NMI values.

coming from different donor images. Fig. 11 shows some
examples of the output maps obtained on some tampered
images with different k. The corresponding NMI value mea-
suring the goodness of the clustering (see Section V-A) is
also reported. We can see that, even if the NMI indexes can
theoretically reach 1, satisfactory clustering results are already
obtained with much lower NMI values.

The average NMI values obtained over the test set Dt s and
the subsets of Type I and Type II images in Dt s are reported
in Table XIII. The NMI values of the state-of-the-art methods
are not reported since they do not distinguish spliced regions
coming from different donor images. The average NMI in the
Type I and II cases are very similar. Notice that a value of
the NMI around 0.5 is satisfactory, since the localization and
clustering results are already good with an NMI around 0.6,
while the NMI is close to zero when either the localization
or the clustering result is poor, then the average NMI is not
expected to be very high. The clustering performance for some
settings of k > 2, with background JPEG quality QF1 = 85
(measured on 100 TP images each) are reported in Table XIV.
Similar NMI values are obtained for the various combinations
of quality factors of the foreground regions.

E. Ablation Study

We also carried out an ablation study to measure the impact
of the most important parameters of the system on localization
and attribution accuracy. The results we got on the dataset
Dt s are reported in Table XV. The performance of K -means
clustering are also reported.

The last line corresponds to the proposed pipeline, including
the step of refinement of the map (the final number of clusters
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TABLE XVII

AVERAGE LOCALIZATION PERFORMANCE (MCC) ON DDr FOR VARIOUS TAMPERING SIZES, AVERAGED ON THE
SET OF TP IMAGES. THE TPR IS REPORTED WITHIN BRACKETS

TABLE XVIII

AVERAGE ATTRIBUTION PERFORMANCE (NMI) OF THE
PROPOSED METHOD ON DDr

TABLE XIX

LOCALIZATION PERFORMANCE (MCC) WHEN THE FIRST
COMPRESSION IS DONE WITH PHOTOSHOP (PS).

TPR IS REPORTED AMONG BRACKETS

TABLE XX

LOCALIZATION PERFORMANCE (MCC) FOR THE CASE 128 × 128, WHEN

THE FIRST COMPRESSION IS CARRIED OUT WITH THE PS SOFTWARE

is k̂r ). We see that the best results can be obtained in this
case. Although the improvement in the NMI is not big, it is a
relevant one, given the poor sensitivity of this metric.

F. Results Under Mismatched Testing Conditions

To test the generalization capability of our system, with
particular reference to the CNN-based components, we run
some experiments under different and more challenging testing
conditions. The results of our tests are reported below.

1) Mismatched Datasets: The results we got on the datasets
used in [24] and [25] are shown in Table XVI. By looking
at this table, we see that the localization results of our
method on the datasets D[24] (A and NA) and D[25] are very
good, better than those achieved on Dt s . The tamperings in
these datasets are in fact performed under less challenging
conditions compared to our home-made dataset, only in the
case k = 2, with a rather large tampering area and considering
smaller QF1 values, facilitating the detection and localization
tasks (in Dt s , QF1 is almost always above 75 and never goes
below 60). It is also worth observing that our method is not

designed for the DJPEG vs SJPEG scenario considered in
these datasets.11

The average localization results on the DDr datasets are
reported in Table XVII, for various tampering sizes. These
results are similar to those achieved on Dt s , confirming the
good performance of our method even in the presence of
dataset mismatch. The localization performance for the various
combinations of the quality factors of the background and
foreground regions reveal that, similarly to what happen in
the experiments with the matched dataset, the advantage of
our method with respect to the state-of-the-art is stronger for
large quality factors of the background. The results e are not
reported for sake of brevity.

Attribution performance can also be measured on this
dataset. The average NMI values obtained on DDr are reported
in Table XVIII and are similar to those achieved on Dt s .

2) Non-Standard Quantization Matrices: To assess the
behavior of the system with non-standard quantization matri-
ces, we run some tests on images for which the first compres-
sion was carried out by using Photoshop (PS). The results are
reported in Table XIX.

We see that our method can generalize to non-standard
matrices and still outperform the methods in [24] and [25].
Table XX shows the results for the various combinations of PS
qualities, for case 128 × 128. We see that the cases where the
background has lower quality than the foreground, and they are
close to each other, are the most difficult cases for our method.
The detection performance are also poor in these cases. Over-
all, we notice that these are particularly relevant results since
these test corresponds to a case of strong mismatch between
training and test data used for the CNN-based components
and for the tuning of the parameters. In principle, the results
could be improved by training, or fine-tuning, the models (and
in particular, the CNN for Q1 estimation) considering also
non-standard quantization steps for the former compression.

G. Comparison With Anomaly-Based Forgery Detection

In this section, we discuss the performance achieved by
the anomaly-based detector in [33] (MantraNet), perform-
ing forgery localization by looking for general manipulation
traces, and the comparison with our method.

The average localization performance achieved by
MantraNet on the dataset Dt s and on the mismatched datastes

11Notably, for single compressed regions, our estimator returns a quanti-
zation matrix of a very high compression quality (QF > 98). Therefore,
when the method is applied for tampering localization in this scenario, the
manipulation can still be exposed based on the inconsistencies between the
estimated quantization steps of the background and the foreground.
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TABLE XXI

AVERAGE LOCALIZATION PERFORMANCE OF THE METHODS (MCC) ON THE VARIOUS DATASETS. TPR IS REPORTED AMONG BRACKETS

Fig. 12. Examples of tampering maps from MantraNet [33].

are reported in Table XXI. We observe that our method
and MantraNet can achieve comparable performance on the
dataset Dt s , with the MantraNet method having a small
advantage on Type I images (A-DJPEG case).

Similar results are achieved on the DDr dataset, with our
method being slightly superior.

On the contrary, on the D[24] and D[25] dataset, the per-
formance of MantraNet are significantly worse than those of
our method. Our explanation for this result is that MantraNet
benefits from the way the tampered images are generated in
our datasets. In fact, the procedure of automatic generation of
the tampered images in Dt s dataset, and also in DDr , leaves
evident visual boundary artifacts clues in the images, with
the shapes and the edges of the spliced regions being clearly
visible, see the examples in Fig. 9. This is an obvious asset
for a method like MantraNet that reveals the manipulation by
looking at any kind of anomalies. By inspecting the localiza-
tion maps we indeed see that MantraNet detects the border
artifacts at the boundary of the spliced regions, see Fig. 12.
On the datasets in [24] and [25] (column 8-10 in Table XXI),
where such visual artifacts are not present, the performance
of MantraNet are much worse, and also the detection perfor-
mance are poor. To further confirm this explanation, we also
tested the various methods on a dataset D�

t s whose images are
obtained as for Dt s with the only difference that, to avoid the
boundary artifacts, for a given source image, the same images
compressed with different quality factors are considered as
donor images (similarly to what is done in [24] and [25]). The
results we achieved (Table XXI, last three columns) confirms
our expectation. We can conclude that when the compression
artifacts are the only traces of tampering, an anomaly-based
method looking for general features like MantraNet might
fail to detect and localize the tampering, thus confirming the
advantage of resorting to dedicated solutions.

Last but not least, we stress that MantraNet can only local-
ize the forgery, without distinguishing spliced regions from
different donor images, that is, without performing attribution,
which is a central goal of our method.

VII. CONCLUSION

We have proposed an end-to-end system capable to detect
and localize image splicing operations by additionally distin-
guishing spliced regions derived from different donor images
(a task referred to as spliced regions attribution). The basic
assumption behind the proposed system is that the spliced and
background regions have been double JPEG-compressed, but

the quantization matrices used for the first compression are
different for the background and spliced regions stemming
from different sources. Estimating the primary quantization
matrix and clustering image blocks according to the result of
the estimation provides the basic mechanism underlying the
detection, localization and attribution of the spliced regions.
We instantiated the proposed system by adopting state-of-the-
art solutions for each step the system consists of, including
estimation of the primary quantization matrix, estimation of
the number of clusters, clustering and spatial refinement of
the tampering map. The good performance of the resulting
system have been proven by means of extensive experiments
and compared with those of two baseline methods operating
in similar conditions. The main strength of the proposed
system is that it can be applied to a wide variety of situation,
concerning the alignment of the double compression steps
and the quantization steps used for the first and the second
compression. Moreover, to the best of our knowledge, this is
the first method that can distinguish multiple tampered regions
taken from different donor images based on the analysis of
DJPEG traces.

It goes without saying that any improvement of each of
the steps the system consists of will result in a consequent
improvement of the overall accuracy of the system. From this
point of view, improving the accuracy of the estimation of
the primary quantization matrix would play a crucial role,
since the entire system relies on the accuracy of such a step.
Clustering is also an area where improvements are possible,
both with regard to the estimation of the number of clusters
and the subsequent clustering process. In particular, finding
better ways to fuse spatial information with the information
provided by the estimated quantisation matrix could signifi-
cantly improve the accuracy of the system.
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